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Experts in finance and accounting select feature subset for corporate financial distress prediction accord-
ing to their professional understanding of the characteristics of the features, while researchers in data
mining often believe that data alone can tell everything and they use various mining techniques to search
the feature subset without considering the financial and accounting meanings of the features. This paper
investigates the performance of different financial distress prediction models with features selection
approaches based on domain knowledge or data mining techniques. The empirical results show that
there is no significant difference between the best classification performance of models with features
selection guided by data mining techniques and that by domain knowledge. However, the combination
of domain knowledge and genetic algorithm based features selection method can outperform unique
domain knowledge and unique data mining based features selection method on AUC performance.
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1. Introduction statistical and data mining methods were introduced to develop
Corporate financial distress prediction (CFDP) is very important
for investors, credit lenders and company’s partners, such as sup-
pliers or retailers. The investors and credit lenders need to evaluate
the financial distress risk of a company before they make any
investment or credit granting decisions on the company in order
to avoid suffering a great loss. A company’s suppliers or retailers
always conduct credit transaction with the company and they also
need to fully understand the company’s financial status and make
decisions on the credit transaction.

To correctly predict a company’s financial distress is a great
concern for many stake holders of a company. This practical signif-
icance has driven a lot of studies on the issue of corporate financial
distress prediction. Most of these studies often focused on intro-
ducing or improving the quantitative approaches from statistics
and data mining discipline to develop corporate financial distress
prediction models (CFDPM) with the objective of increasing the
prediction accuracy. The preliminary study of CFDPM with a mul-
tivariate framework proposed by Altman [1] was based on the dis-
criminant analysis approach. Thereafter, many other complex
the CFDPM, such as neural networks [2,3], decision trees [4], and
support vector machines [5]. In addition, the fuzzy theory can also
be used for developing CFDPM [6,7]. Most recent research mainly
focuses on the development of hybrid models with the combina-
tion of two or more than two methods [8–10]. Although the
empirical results in these studies often showed that hybrid models
could outperform the single models, the computation always con-
sumes more time and the theory or reason for the combinations is
not always known and explained, which prevent their wide
applications in practice to some degree.

The problem of corporate financial distress prediction is to take
advantage of all currently available information related to the com-
pany to predict if it will fall into the condition of default or finan-
cial difficulty. Consequently, the performance of the CFDPM is
determined not only by the model or methods that is used for
the prediction but also by the selection of available information.
In practice, some credit rating agencies just use their experiences
and judgments to select the relevant information to evaluate the
credit risk of a particular company or individual with a simple
scorecard instead of complex statistical models [11]. However,
the information related to a company is huge, including macroeco-
nomic situations, company characteristics, financial status and
market information, and most studies have demonstrated that
financial and marketing information is the most effective in
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financial distress prediction. What financial and marketing infor-
mation should be considered in the development of corporate
financial distress prediction models?

There are often two research streams in the feature subset
selection for corporate financial distress prediction models. One
is based on the domain knowledge from financial and accounting
theory. The main characteristic of the features selected by domain
knowledge is that the effect of the features on the financial distress
can be evaluated to some degree in terms of financial and account-
ing theory. Altman [1] investigated a set of twenty-two financial
and economic ratios in the prediction of corporate bankruptcy
and found that the subset of the following variables is useful for
financial distress prediction: working capital/total assets, retained
earnings/total assets, earnings before interest and taxes/total
assets, market value equity/book value of total debt. Altman
et al. [12] observed the distinct difference in the accounting proce-
dures and the quality of financial documents between the firms in
China and those in the western world, and considered variables
that were widely accepted in China and deemed contributive in
previous studies. They investigated fifteen variables that reflect
various aspects of a company, such as profitability, liquidity and
solvency, and asset management efficiency and capital structure
and financial leverage. After considering a large number of combi-
nations of the 15 characteristic variables, they found that the fol-
lowing feature subset yielded the best performance: total
liabilities/total assets, net profit/average total assets, working cap-
ital/total assets, and retained earnings/total assets. Shumway [13]
developed a simple hazard model and compared the performance
of Altman’s variables [1] and Zmijiewski’s variables [14] and a
new set of variables including accounting and three
market-driven variables. The empirical result shows that the new
accounting and market-driven variables set outperforms other
two alternative models in out-of-sample forecasts. The accounting
and market-driven feature subset includes: net income/total asset,
total liabilities/total asset, relative size (market capitalization/total
size of the corresponding market), the firm’s past excess returns
and the idiosyncratic standard deviation of the firm’s stock returns.
Ravi and Ravi [15] reviewed 128 papers in bankruptcy prediction
and listed more than 500 different variables used by these different
papers. Almost all of these 128 papers used different subsets of fea-
tures. It is perhaps natural that different experts have different
opinions in determining what information should be considered
in the prediction of financial distress of a company.

Another stream in feature subset selection is based on data
mining techniques. Adherents to the data mining stream view
believe that data will tell everything, and the approach uses some
features selection methods in data mining to identify which fea-
ture subset can improve the prediction performance without con-
sidering the financial and accounting meanings of the features. Tsai
[16] compared five well-known features selection methods used in
bankruptcy prediction and used multi-layer perceptron neural net-
works to construct the prediction model, and found the t-test fea-
tures selection method performs better than others. du Jardin [17]
introduced a neural network based model using a set of variables
selected by a criterion being adapted to the network for the bank-
ruptcy prediction problem. Drezner et al. [18] reported that a tabu
search based variables selection model can increase the pre-
dictability of corporate bankruptcy by up to 10 percentage points
in comparison to Altman’s Z-Score [1] model. Although most
researchers in this stream like Cho, Mays, et al. [10,19] noticed that
there were hundreds of financial variables and the model perfor-
mance was affected by input variables selection, they only investi-
gated a very small subset of variables guided by previous studies in
the data set for empirical study without taking good advantage of
the original data set from which the sample for training and testing
model was retrieved. Few previous studies in financial distress
prediction compare the performance of features selection with
domain knowledge and data mining, together with investigating
the difference of feature subset found by domain knowledge and
data mining [2–4,8–10].

The contribution of this study is twofold. First, it compares the
performance of domain knowledge and data mining based features
selection methods in financial distress prediction on a data set
with more than three hundred variables. The experimental result
shows that the features selected by data mining methods can per-
form as well as those selected by domain knowledge of experts in
finance or accounting. Second, it considers the combination of
domain knowledge and data mining features selected approach
in order to take good advantage of the experts’ professional knowl-
edge and the powerful mining capability of data mining tech-
niques. The experimental result shows that the performance of
the combined method can outperform unique domain knowledge
and unique features selection method.

The outline of this paper is as follows. Section 2 introduces the
important domain knowledge and data mining feature subset
selection methods for financial distress prediction. Section 3
reports the empirical results and Section 4 gives the conclusion.

2. Domain knowledge vs. data mining in features selection

2.1. Features selection by domain knowledge

Financial ratio analysis is an important way to analyze financial
statements. There are often hundreds of financial ratios measuring
different aspects of a company, such as liquidity, long-term sol-
vency, asset management, profitability, and market value. The
meaning and usage of the financial variables has been widely dis-
cussed in finance [20,21]. It is impossible to investigate all financial
ratios suggested for CFDPM by the researchers from finance and
accounting. Only the ratios that are widely accepted and have been
verified with great performance and have been taken as a bench-
mark in most previous research are considered. Therefore, a classi-
cal group of features selected from domain knowledge is based on
the work from Altman [1], Altman [12] and Shumway [13]. The fea-
ture subset employed by Altman [1], Altman [12] and Shumway is
denoted as FA1, FA2, and FS respectively. The union of these three
feature subsets is denoted by FAAS. The detail of the ten features in
FAAS is briefly described as follows.

1. Working capital to total assets (WCTA) measures the firm’s
liquidity or short-term solvency. High WCTA shows that
the firm can match its account payable obligation on time
and a low WCTA indicates that the firm may be unable to
pay its suppliers and creditors.

2. Retained earnings to total assets (RETA) reflects a firm’s
strategy on its net earnings. If a firm needs more funds for
the increase of business and it prefers to raise funds from
inside, the firm would like to keep a higher RETA.

3. Earnings before interest and taxes to total assets (EBTITA) is
an important measures of a firm’s profitability. Higher
EBITTA indicates higher profitability of a firm.

4. Sales to total assets (STA) is also a measures of a firm’s prof-
itability. A low ratio indicates that the total assets of the firm
cannot provide adequate revenue.

5. Net income to total assets (NITA) is also known as return on
assets (ROA). It indicates how efficient a firm’s management
is at using its assets to generate earnings. It is another
important measure of a firm’s profitability.

6. Total liabilities to total assets (TLTA) measures a firm’s
long-term solvency. It indicates a firm’s financial risk by
determining what ratio of company’s assets is financed by
debt. Higher TLTA means higher financial risk.
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7. Market equity to total liabilities (METL) is the ratio of total
market value of all the outstanding shares (market capital-
ization) to the total liabilities. It shows market reaction to
financial status.

8. Excess annual return over the market (EAR) measures the
difference between the stock return and the market return.

9. Firm’s market capitalization to total market capitalization
(FMC2MC) measures the firm’s size related to the whole
market.

10. Standard deviation of day’s stock return (Sigma) indicates
the fluctuation of a firm’s stock daily return.

2.2. Data mining methods for features selection

Feature selection techniques have been widely studied in data
mining. Guyon and Elisseeff [22] point out the potential benefits
of feature selection: facilitating data understanding, reducing com-
putational time and defying the ‘‘curse of dimensionality’’ to
improve prediction performance.

The features selection methods can be generally categorized
into three groups:

1. Filter methods that select variables by ranking them with infor-
mation generated from data, such as relative entropy and abso-
lute value two-sample t-test with pooled variance estimate.

2. Wrapper methods that assess feature subset according to their
performance to a given model. This contains a searching proce-
dure to search the space of possible feature subset and evaluate
each subset in terms of the performance of the given model on
the subset. If there are 20 features, the number of different fea-
ture subset will be 220 � 1 (the null subset is excluded). The
practical computation time taken in exhaustive searching is
always unacceptable, and the heuristic searching methods, such
as simulated annealing, genetic algorithms, and tabu search are
better alternatives.

3. Embedded methods, which incorporate features selection as
part of the training process of the model, such as the Least
Absolute Shrinkage and Selection Operator (Lasso) method for
contrasting a linear model.

In this study, different feature subset selection methods from
each of above three categories are introduced or developed.

Suppose Y is dependent variable indicating whether the firm
falls into financial distress or not and the feature values of an
observation x ¼ ðx1; . . . ; xmÞ is an assignment of a set of features
X ¼ ðX1;X2; . . . ;XmÞ. There are in total N observations. Y 2 f1; 0g
and y is an assignment of values of Y. y ¼ 1 means that the firm
has financial distress, y ¼ 0 means that the firm’s finance is normal.

2.2.1. Filter methods
For the filter methods, three different criteria for ranking the

features are employed: entropy [23], t-test [24] and receiver oper-
ating characteristic (ROC) [25].

1. Entropy ranking
Information theory measures entropy as follows:
H Yð Þ ¼ �
X
y2Y

p yð Þlog2 p yð Þð Þ ð1Þ

where pðyÞ is the marginal probability density function for the
random variable Y ¼ y. If the observed Y in the training dataset
is portioned according to the value of a feature Xi, the entropy
of Y after observing Xi is given:

H Y j Xið Þ ¼ �
X
xi2Xi

p xið Þ
X
y2Y

pðy j xiÞlog2 p y j xið Þð Þ ð2Þ
where pðyjxiÞ is the conditional probability of y given xi.
Therefore H Y j Xið Þ is defined as the entropy of a feature
i; i ¼ 1;2; . . . ;m.

2. t-test
Suppose v1

j ¼ var Xj j yi ¼ 1
� �

;v0
j ¼ varðXj j yi ¼ 0Þ, where

var(�) is the variance of a group of values,
m1

j ¼ meanðXj j y ¼ 1Þ; m0
j ¼ meanðXj j y ¼ 0Þ, where mean(�) is

the mean of a group of values, features weighting strategy based
on t-test on the training dataset is defined as following [19,24]:
zj ¼
m1

j �m0
j

��� ���ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v1

j

.
n1 þ v0

j

.
n0

r ð3Þ

where n1, and n0 denote the number of observations with y ¼ 1
or y ¼ 0 respectively.

3. ROC
The idea of ROC based features ranking is to rank the features in
terms of the area under the convex hull of the ROC curve. The
ROC curve can easily be constructed by sweeping the threshold
and computing percentages of wrong and correct classifications
over the available training feature vectors [19,25].

Each feature in the data set can be ranked in terms of any one of
the above criteria. The top ranked features are always selected, but
they may exhibit highly dependence. Therefore we develop the fol-
lowing filter method for feature subset selection which introduces
the Variance Inflation Factor (VIF) to prevent high dependency
among features. The VIF of a feature i is denoted by Vi is calculate
as follows:

Vi ¼
1

1� R2
i

ð4Þ

where R2
i is the R-square of regression equation Xi ¼ b0 þ bX 0, where

X0 ¼ X � fXig.
The algorithm based on the filter method and VIF (FVIF) for fea-

ture subset selection is given as follows:

Algorithm FVIF

Input: The training sample set Sr with m features X1;X2, . . .,
Xm and Y; the number of features m� to be selected.

Output: feature subset F�

1. F� ¼ ;;
2. Rank the m features in terms of entropy or t-test or ROC

criteria in descending order, add the first feature to F�

and then calculate VIF of the second feature according to
the feature in F�. If the VIF value of the second feature is
less than 10 (empirical value suggested in [26]), then the
second feature will be added to F�; otherwise, move to
the next feature, and so on, until the number of total fea-
tures in F� is m�.

The algorithm FVIF taking entropy, t-test or ROC ranking criteria
is denoted by FV-en, FVIF-tt, and FVIF-roc respectively.

2.2.2. Wrapper methods
There are various searching approaches that can be used in

wrapper methods. The simple searching approach is to use sequen-
tial forward selection (SFS) which adds new features from a candi-
date subset if the introduction of the new feature to the model can
reduce the error of the model. One disadvantage of SFS is that once
a feature is selected, even if it becomes obsolete after the addition
of other features, it cannot be removed. Heuristic searching meth-
ods can overcome this shortcoming of SFS.
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Since the feasible feature subset can be denoted by a vector of
binary numbers, for example, if there are a total of five features,
i.e. m ¼ 5, a feasible feature subset instance with X2 and X5

selected can be coded as (0, 1, 0, 0, 1). This vector can be naturally
taken as a genome in a genetic algorithm. The final optimal gen-
ome found by a genetic algorithm can easily be transformed to
the optimal feature subset. Therefore, in this study, the genetic
algorithm is selected for wrapper methods.

The following wrapper method is developed, based on genetic
algorithm (WMBGA) for feature subset selection. Each individual
in a population is denoted by its genome, a serial of m gene like
(g1; g2, . . ., gmÞ; gi 2 f0;1g.

Algorithm WMBGA

Input: Sr: the training sample set with m features X1;X2, . . .,
Xm and Y;

m�: the number of features to be selected;
K: the number of individuals in the population;
Gmax: the maximum number of generations;
Iu: the maximum tolerable number of iterations that the

fitness function has not improved;
r1: The proportion of individuals in the current population

that will be admitted to the next generation unchanged;
r2: The proportion of individuals in the current population

(which proportion will be mutated).
Output: feature subset F�

1. i ¼ 1, Create initial population Pi with K individuals. Each
individual is generated by setting m� randomly selected
genes to 1. u ¼ 0; f min ¼ 1 (the initial value of the fitness
value).

2. while i 6 Gmax and u 6 Iu

2.1 Evaluate the fitness of each individual in the popula-
tion Pi and sort their performance in ascending order.

2.2 if the fitness value of the top
individual f top 6 f min, then
ind� ¼ indtop (the top individual genome),
f min ¼ f top;u ¼ 1,
else
u ¼ uþ 1
endif

2.3 The last selected K � ð1� r1Þ½ � ranked individuals in the
current population for crossover. [�] is a function to
take the roundup.

2.4 Randomly selected K � r2½ � individual in the current
population for mutation.

2.5 i ¼ iþ 1,
endwhile
3. F� contains all Xj where gj ¼ 1 in ind� ¼ g1; g2; . . . ; gmð Þ.
The fitness function on an individual g1; g2; . . . ; gmð Þ is defined

as follows.
1. Select the corresponding m� features where gk ¼ 1;

k ¼ 1;2; . . . ;m, which is denoted by X 01;X
0
2; . . . ;X 0m� .

2. Construct the following prediction model with the selected
data from the training sample set Sr .
Features 
Selec�on
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t

bY i ¼ f X 0i
� �

ð5Þ
where X0i ¼ 1;X 01i;X

0
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� �
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3. The fitness function value is defined as
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Fig. 1. The framework of the experimental design.
e ¼
PN

i¼1ei

N
ð6Þ

where

ei ¼
0 if bY i ¼ Yi

1 if bY i – Yi

(

2.3. Embedded methods
Lasso is a regularization technique that can reduce the number
of features in a generalized linear model and both identify and sep-
arate important features from redundant features. In this study,
the elastic net (EN) [27] which is a hybrid of ridge regression and
lasso regularization is introduced to feature subset selection.
Empirical studies suggest that the elastic net technique can outper-
form lasso data with highly correlated features [27,28]. The elastic
net for generalized linear models is defined as follows [28].

min
b0 ;b

Dev b0; bð Þ
N

þ kPaðbÞ
� �

ð7Þ

where

Devðb0;bÞ ¼
XN

i¼1

yi � b0 � xT
i b

� �2 ð8Þ

PaðbÞ ¼
Xm

j¼1

1� að Þ
2

b2
j þ a bj

�� ��� �
ð9Þ

b ¼ b1; b2; . . . ;bmð Þ ð10Þ

k is a nonnegative regularization parameter and a is number
strictly between 0 and 1.

2.4. The framework of experimental design

The framework of the experiment to test the performance of
different features selection methods on the data set is shown as
Fig. 1.

3. Empirical study

3.1. The data set

In China, the stock exchanges give a company ‘‘special treat-
ment (ST)’’ to indicate risk warning to investors in the stock mar-
kets. The rules for giving ST to a company are usually based on
the financial performance of a company in the past fiscal years. If
a company receiving ST is not able to recover in the following spec-
ified years, the company will face the risk of being suspended or
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Fig. 3. The number of Non-ST company by year.
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delisted. Therefore, the companies receiving ST can be taken as
companies with financial distress.

The data set is collected from a commercial dataset GuoTaiAn
(GTA) – China Stock Market and Accounting Research Database
(CSMAR) which contains the ST records and a wide variety of finan-
cial data and market data of the listed companies in China. The
original dataset has 208 different financial ratios measuring
short-term solvency, asset management or turnover, long-term
solvency, profitability, capital structure, stock holder’s earning
profitability, cash management and development capability. The
financial ratios whose missing values take more than 20% of the
total company-year observations are excluded. Finally, there are
166 financial ratios and 3 three market variables used by
Shumway [13], retrieved and calculated from the database. To con-
sider the effect of the change of each financial ratio on financial
distress, for each financial ratio, the following features are also
introduced:

DXt
i ¼

Xt
i � Xt�1

i

Xt�1
i

ð11Þ

where Xt
i denotes the value Xi in the fiscal year t.

The three market variables introduced by Shumway [13] are
defined as follows in this dataset.

1. Excess annual return over the market (EAR): daily return of the
stock minus the corresponding index return of Shanghai
A-shares market or Shenzhen A-shares market cumulated to
obtain the yearly return. If the stock is listed in Shanghai stock
market, the index of Shanghai A-shares market will be chosen
for the computation. Likewise, for the stock listed in Shenzhen
market, the index of Shenzhen A-shares will be chosen.

2. Firm’s market capitalization to total market capitalization
(FMC2MC): the log value of the market capitalization of the
stock in the last trading day of the fiscal year to the market cap-
italization of the total market capitalization of Shanghai
A&B-shares and ShenZhen A&B shares.

3. Standard deviation of day’s stock return (r):

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPDl
t¼Dl�59 Rt

stock � Rstock

� �2

60� 1

s
ð12Þ

where Dl is the last trading day of the fiscal year;

Rt
stock ¼

Pt
stock�Pt�1

stock

Pt�1
stock

, where Pt
stock is the last price on day t.

Rstock is the average return of the last sixty trading days of the
stock.
The final sample has a total of 338 features and 10,365

company-year observations for ST companies and Non-ST compa-
nies. The description of the features can be found in [29]. The miss-
ing value will be filled by the mean of the corresponding value of
companies in the same industry in the same fiscal year. The 338
features include the features used by Altman [1], Altman [12]
and Shumway [13]. In the China stock market, the listed companies
always disclose their financial statements for the last fiscal year
around April in a year. The special treatment is always given after
the disclosure of the financial statements, and the prediction of ST
before the disclosure of financial statements is important for inves-
tors. Therefore, to predict the ST for a company in a calendar year T
before the disclosure of financial statements, only the variables
observed in or before the fiscal year T � 2 can be used. The compa-
nies observed in each year can be categorized into two groups: ST
companies and Non-ST companies. Therefore, any classification
method can be used for the prediction of corporate financial dis-
tress. In this study, 6 different common prediction modes: logistic
regression (LR), k-nearest neighbors (kNN), decision tree C4.5
(C4.5), ripper (RP), neural networks (NN) and support vector
machines (SVM) are tested under different features selection
approaches.

There are, in total, 287 ST companies in the final sample and
Fig. 2 shows the number of ST companies by calendar year. It can
be observed that the maximum number of STs occurred in year
2006 and 2007 which is very close to the subprime crisis which
happened in USA in 2007. Although it is difficult to provide evi-
dence to show the relationship between the number of ST compa-
nies and the subprime crisis, the USA is China’s largest trade
partner and the global business places China and USA ‘‘in the same
boat’’ when facing economic crisis from any partner.

3.2. Experiment settings

The number of Non-ST companies by calendar year is shown in
Fig. 3. From Figs. 2 and 3, it can be observed that the number of
Non-ST companies is much greater than ST companies in each year
and it makes the prediction of corporate financial distress a highly
imbalanced classification problem. In this study, the regression
model is estimated with the Ordinary Least Squares method which
estimates the parameters in the model with the object of minimiz-
ing the sum of squared errors. If the training sample is highly
imbalanced, the model may have bias in classifying all instances
into Non-ST and still keeping very small error. Therefore, the sam-
pling strategy for the training sample set and test sample set is as
follows [30]:

1. Training sample set: select all 180 ST company instances in and
before the calendar year 2006, and randomly select the same
number of Non-ST company instances as that of ST company
instance in each year in and before 2006. Then the total number
of instances is 360 in the training sample.

2. Test sample set: since in practice, the financial distress predic-
tion model should be used for all listed companies with avail-
able information, to test the capability of the model in a
practical situation, all valid instances observed after 2006 (from



Table 1
Average of performance of classification models with different feature subset selection methods.

Approaches LOG kNN

Sen Spe Acc AUC Sen Spe Acc AUC

FV-en 0.9389 0.9738 0.9397 0.9733 0.9294 0.9841 0.9305 0.9680
(0.0148) (0.0106) (0.0143) (0.0008) (0.0108) (0.0045) (0.0105) (0.0016)

FV-tt 0.9376 0.9748 0.9384 0.9732 0.9269 0.9841 0.9281 0.9698
(0.0141) (0.0108) (0.0136) (0.0008) (0.0113) (0.0045) (0.0110) (0.0020)

FV-roc 0.9342 0.9729 0.9350 0.9727 0.9236 0.9794 0.9247 0.9654
(0.0189) (0.0112) (0.0183) (0.0013) (0.0094) (0.0106) (0.0093) (0.0054)

SFS 0.9155 0.8561 0.9143 0.9485 0.8174 0.6738 0.8145 0.8202
(0.0127) (0.0529) (0.0117) (0.0113) (0.0365) (0.0439) (0.0350) (0.0083)

WMBGA 0.9374 0.9701 0.9380 0.9725 0.9157 0.9673 0.9167 0.9601
(0.0104) (0.0131) (0.0100) (0.0022) (0.0218) (0.0212) (0.0216) (0.0106)

EN 0.9212 0.8701 0.9202 0.9438 0.9212 0.8654 0.9201 0.9384
(0.0216) (0.0645) (0.0206) (0.0205) (0.0196) (0.0475) (0.0196) (0.0149)

FA1 0.9206 0.9168 0.9205 0.9581 0.8722 0.5121 0.8648 0.7605
(0.0232) (0.0444) (0.0227) (0.0103) (0.0780) (0.2723) (0.0766) (0.1408)

FA2 0.9131 0.8879 0.9126 0.9601 0.8224 0.6551 0.8190 0.8045
(0.0129) (0.0458) (0.0118) (0.0056) (0.0312) (0.0380) (0.0301) (0.0102)

FS 0.9186 0.9617 0.9195 0.9725 0.8678 0.8458 0.8673 0.9236
(0.0188) (0.0213) (0.0181) (0.0020) (0.0276) (0.0276) (0.0268) (0.0065)

FAAS 0.9310 0.9178 0.9307 0.9670 0.8518 0.7430 0.8496 0.8806
(0.0121) (0.0260) (0.0115) (0.0033) (0.0366) (0.0265) (0.0353) (0.0099)

C4.5 Ripper

FV-en 0.9822 0.9311 0.9322 0.9567 0.9832 0.9298 0.9309 0.9565
(0.0030) (0.0131) (0.0127) (0.0051) (0.0039) (0.0133) (0.0129) (0.0050)

FVIF-tt 0.9832 0.9272 0.9283 0.9543 0.9841 0.9233 0.9246 0.9522
(0.0039) (0.0138) (0.0135) (0.0065) (0.0045) (0.0184) (0.0180) (0.0099)

FVIF-roc 0.9832 0.9277 0.9289 0.9546 0.9860 0.9113 0.9129 0.9549
(0.0039) (0.0140) (0.0136) (0.0066) (0.0066) (0.0341) (0.0333) (0.0071)

SFS 0.9832 0.8974 0.8992 0.9274 0.9748 0.9179 0.9191 0.9493
(0.0086) (0.0327) (0.0320) (0.0325) (0.0177) (0.0180) (0.0175) (0.0087)

WMBGA 0.9720 0.9270 0.9279 0.9493 0.9636 0.9109 0.9119 0.9363
(0.0153) (0.0122) (0.0122) (0.0184) (0.0213) (0.0171) (0.0167) (0.0154)

EN 0.9355 0.8922 0.8931 0.9178 0.9832 0.9080 0.9095 0.9492
(0.0589) (0.0269) (0.0263) (0.0338) (0.0059) (0.0193) (0.0189) (0.0131)

FA1 0.9804 0.9013 0.9029 0.9336 0.9813 0.9163 0.9176 0.9437
(0.0103) (0.0322) (0.0316) (0.0267) (0.0076) (0.0216) (0.0211) (0.0177)

FA2 0.9187 0.9043 0.9046 0.9259 0.9327 0.9005 0.9012 0.9172
(0.0392) (0.0358) (0.0345) (0.0206) (0.0341) (0.0316) (0.0307) (0.0160)

FS 0.9776 0.9288 0.9298 0.9532 0.9813 0.9205 0.9217 0.9509
(0.0118) (0.0147) (0.0143) (0.0075) (0.0000) (0.0139) (0.0136) (0.0069)

FAAS 0.9776 0.9288 0.9298 0.9532 0.9776 0.9273 0.9283 0.9533
(0.0118) (0.0147) (0.0143) (0.0075) (0.0118) (0.0148) (0.0144) (0.0075)

NN SVM

FV-en 0.9309 0.9804 0.9319 0.9696 0.9348 0.9766 0.9356 0.9713
(0.0152) (0.0053) (0.0148) (0.0052) (0.0077) (0.0079) (0.0076) (0.0007)

FVIF-tt 0.9149 0.9822 0.9163 0.9664 0.9211 0.9804 0.9223 0.9713
(0.0219) (0.0053) (0.0214) (0.0050) (0.0106) (0.0030) (0.0104) (0.0008)

FVIF-roc 0.9150 0.9720 0.9162 0.9584 0.9128 0.9804 0.9142 0.9701
(0.0257) (0.0117) (0.0250) (0.0083) (0.0100) (0.0030) (0.0098) (0.0013)

SFS 0.8551 0.9084 0.8561 0.9098 0.7062 0.9290 0.7108 0.9282
(0.0595) (0.0466) (0.0578) (0.0439) (0.1018) (0.0565) (0.0988) (0.0086)

WMBGA 0.9020 0.9542 0.9031 0.9594 0.9345 0.9748 0.9353 0.9721
(0.0231) (0.0446) (0.0221) (0.0165) (0.0071) (0.0063) (0.0069) (0.0009)

EN 0.8373 0.8907 0.8384 0.9297 0.8626 0.7879 0.8611 0.9621
(0.0515) (0.0466) (0.0502) (0.0202) (0.1372) (0.2199) (0.1308) (0.0068)

FA1 0.8937 0.9262 0.8944 0.9366 0.8558 0.9449 0.8576 0.9612
(0.0397) (0.0518) (0.0390) (0.0337) (0.0434) (0.0142) (0.0426) (0.0110)

FA2 0.8823 0.9505 0.8836 0.9472 0.8624 0.8692 0.8625 0.9414
(0.0255) (0.0237) (0.0247) (0.0207) (0.0111) (0.0268) (0.0106) (0.0074)

FS 0.8588 0.9907 0.8615 0.9530 0.8551 0.9748 0.8575 0.9716
(0.0281) (0.0099) (0.0274) (0.0203) (0.0255) (0.0117) (0.0249) (0.0021)

FAAS 0.9079 0.9570 0.9089 0.9545 0.7937 0.9290 0.7964 0.9421
(0.0157) (0.0193) (0.0155) (0.0078) (0.0749) (0.0399) (0.0726) (0.0087)
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2007 to 2011) are used. There are a total of 107 ST
company-year instances and 5128 Non-ST company-year
instances in the test sample.

The general measures of performance of classification models as
follows are used.
1. Sensitivity (sen) = NN
NNþNS

2. Specificity (spe) = SS
SNþSS

3. Accuracy (acc) = NNþSS
NNþNSþSSþSN

where NN: the number of Non-ST companies correctly classified
as Non-ST companies, NS: the number of Non-ST companies



Table 2
Comparison of average rank on AUC among the 10 different feature subset selection methods.

Models FV-en FV-tt FV-roc SFS WMBGA EN FA1 FA2 FS FAAS

LOG 2.4 3.1 3.3 9.1 3.0 9.1 7.7 7.7 3.3 6.3
kNN 2.0 1.4 2.9 8.3 3.9 5.2 8.6 9.3 6.1 7.3
C4.5 1.5 3.7 4.2 7.1 4.9 8.2 7.0 8.4 4.5 5.5
Ripper 2.1 3.9 3.2 6.0 7.9 5.1 6.2 9.7 6.4 4.5
NN 1.8 3.0 5.0 8.8 4.2 8.5 6.6 6.1 5.2 5.8
SVM 2.6 3.3 4.6 9.8 2.2 6.3 6.5 8.7 2.6 8.4

Average 2.1 3.1 3.9 8.2 4.4 7.1 7.1 8.3 4.7 6.3
(0.40) (0.89) (0.85) (1.40) (1.98) (1.76) (0.90) (1.29) (1.52) (1.38)

Table 3
Comparison of average rank on AUC among the six different classification methods.

Classification methods LOG kNN C4.5 Ripper NN SVM

Average rank 1.60 4.71 4.31 4.30 3.64 2.44
(0.9101) (1.3729) (1.2847) (1.4320) (1.5144) (1.1748)
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Fig. 4. Mean of Acc of FV-en against different value of parameter m� .
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classified as ST companies; SS: the number of ST companies cor-
rectly classified as ST companies, SN: the number of ST compa-
nies classified as Non-ST companies.

4. Area under ROC curve (AUC): ROC graph is a two-dimensional
graph in which sensitivity is plotted on the Y axis and
1-specificity is plotted on X axis. An ROC graph depicts relative
trade-off between benefits (true positives) and costs (false pos-
itives), and it is useful for visualizing the performance of classi-
fication models [31]. AUC is a good performance measure
especially for the highly imbalanced test sample.

To balance the computation time and performance of WMBGA,
the parameters in WMBGA are set empirically as follows.
K ¼ 20;Gmax ¼ 100; Iu ¼ 30; r1 ¼ 0:5; r2 ¼ 0:3. The logistic regres-
sion model shown as Eq. (5) is used to verify the performance of
the different feature subset selection methods. All experiments are
conducted with Matlab and the EN method is implemented by the
Matlab’s statistics toolbox. The LOG, kNN (k = 10), NN, and SVM
are also implemented by Matlab with the default settings. C4.5
and ripper are implemented by Weka [32] under the default settings.

3.3. Empirical results

3.3.1. Performance of feature subset selection methods and
classification models

To remove bias from a random selected 180 Non-ST
company-year instances in the training sample, 10 groups of differ-
ent training sample are generated and each group includes the
same set of ST company-year instances but a different set of
Non-ST company-year instances.

In this study, the performance of a feature subset selection
method actually refers to the classification performance of classifi-
cation models on the test sample with features selected from the
training sample by the feature subset selection method. The aver-
age performance spe, sen, acc and AUC on the test sample of all the
different feature subset selection methods applied on 10 groups of
training sample is given in Table 1. The group with the best AUC
performance without significant difference is marked in bold. The
number in the bracket is the standard deviation of the performance
measures on the 10 iterations of test. Since the performance of fil-
ter methods and wrapper method based on genetic algorithm is
influenced by the parameter of the number of features selected
m�, these two types of methods are trained and tested with differ-
ent m� taking values in {1, 2, 3, . . ., 10, 15, 20}. The maximum value
of m� is set to 20, because the total number of significant features
in regression models reported in previous research [15] is always
less than 20 and more variables subsequently introduced to the
regression model cannot improve the model performance.
Table 1 only presents the best average AUC performance of FVIF
and WMBGA with the different values for m�. For the elastic net
method, the parameter a is set to the values in set {1, 0.8, 0.5,
0.1} and parameter k is optimized by a simple exhaustive searching
in the range of [0, maxLamda] with 100 steps and the maxLamda is
estimated to be just sufficient to produce all zero coefficients b
[28]. The performance of elastic net method reported in Table 1
is the performance of the models which has the greatest AUC
among models generated by the EN method, with all different set-
tings of parameters a and k.

Since AUC is the most popular performance measure in the area
of classification on an imbalanced test sample set, the comparison
of AUC performance of different models with different feature sub-
set selection approaches is conducted. A non-parametric equiva-
lent of the repeated-measures ANOVA without assumptions of
normal distributions or homogeneity of variance, is used to con-
duct the global hypothesis test whether the AUC of all feature sub-
set selection methods have difference. The p values of Friedman
test on the AUC performance for each model under the 10 different
features selection approach are approximately equal to 0, so the
null hypothesis that the AUC of all feature subset selection meth-
ods have no difference is rejected. Then the Nemenyi test can be
used to compare all features selection methods with each other.
The performance of two treatments is significantly different if
the corresponding average ranks differ by at least the criteria dif-
ference [33].

CD ¼ qa

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðkþ 1Þ
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Table 4
The description and frequency of the features selected by FV-en.

ID Description Frequency

DEBITTS DEBIT/total sales 6
DTPEBIT DTotal profit/EBIT 6
DNIGR DNet income growth rate 6
DROA DROA 5
DNITS DNet income/total sales 5
DROE DROE 5

Table 5
The description and frequency of the features selected by WMBGA-1.

ID Description Frequency

ROA Net income/total assets (ROA) 4
NICA Net income/current assets 4
NIACA Net income/average current assets 1
EPS Net income/shares of stock 1
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where qa is the critical value for the two-tailed Nemenyi test with
significance level a; k is the number of classifier; N is the number
of datasets.

The average ranks of AUC for all 10 features selection methods
by different models are shown in Table 2. At a ¼ 0:05; CD ¼ 4:28. In
terms of Nemenyi test, the features selection approaches having no
significant difference from the best features selection method are
marked in bold for each model. It is interesting to observe that
the AUC performance of three different filter methods have no sig-
nificant difference for all six different models, which shows that
they have good robustness. The average rank of FV-en, FV-tt and
FV-roc is 2.1, 3.1 and 3.9 respectively and the standard deviation
of the rank on 6� 10 ¼ 60 groups of training and tests is no more
than 1. Although the average ranks of WMBGA, FFS and FAAS are
not significantly different from the three filter methods, they have
larger standard deviation on the performance for different models.
In average, WMBGA ranks 2.2 on SVM model but ranks 7.9 on
Ripper model. FS ranks 2.6 on SVM model but 6.4 on Ripper model.

The average ranks of AUC for six different classification models
are shown in Table 3. To compare the AUC performance among the
six different classification models, the Nemenyi test is used. Each
model has been trained and tested by 10 different sample sets with
10 different features subsets. Therefore, the number of datasets
N ¼ 10� 10 ¼ 100; k ¼ 6. If a ¼ 0:05; qa ¼ 2:85 for two-tailed
Nemenyi test and CD ¼ 0:754. LOG has the best AUC performance
among these six methods, followed by SVM, NN, Ripper, C4.5 and
kNN in order. The AUC performance difference between LOG and
SVM is almost not significant, but both are significant better than
other four methods.

The mean of Acc and AUC on the test sample of 10 logistic
regression and SVM models trained by 10 different training sam-
ples with features selected by FV-en method with different param-
eter of m� is shown as Figs. 4 and 5 respectively. Fig. 4 shows that
the Acc performance of LOG is tending toward stability when the
number of features selected is equal to or greater than 5, while
the Acc performance of SVM fluctuates slightly with the change
of the number of features selected. Fig. 5 shows that the AUC per-
formance of both LOG and SVM is tending stability when the num-
ber of features selected is equal to or greater than 5. The number of
features selected in FV-tt, FV-roc has similar effect on the perfor-
mance of classification models to that of FV-en. Figs. 6 and 7 shows
the mean Acc and AUC of LOG and SVM with features selected by
WMBGA with different m�. Perhaps surprisingly, unlike FV-en,
the LOG and SVM achieve the best Acc and AUC performance with
one unique features selected by WMBGA and the Acc and AUC per-
formance decrease with the increase of m�. The LOG and SVM mod-
els with features selection guided by WMBGA and achieving the
best AUC performance are actually one-variable models, which
are consistent with the model proposed by Zmijewski [14]. The
possible reason is that it is easy for WMBGA to find the optimal
unique feature when the size of searching space is 338 and the
performance of the optimal unique feature model is good enough.
If the m� ¼ 5, the size of searching space is 3:5686� 1010and
WMBGA can only evaluate a small proportion of the whole search-
ing space in a limited time.
3.3.2. Feature subsets obtained by FV-en and WMBGA
Since LOG models with features selected by FV-en and WMBGA

can stably achieve the best AUC, the feature subset that can
achieve the best AUC by LOG model in the 10 iterations is studied.
When the m� ¼ 9, the mean AUC of LOG with features selected by
FV-en in 10 iterations of test obtain the highest value which is
greater than 0.97. The FV-en method with m� ¼ 9 is denoted by
FV-en-9. It is important to find out what features are mostly
selected by FV-en in each of the 10 different groups of training
sample and their relationship with the widely used features
selected by domain knowledge. Table 4 summarizes the features
selected by FV-en-9 no less than 5 times from 10 iterations of tests.
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Table 6
Comparison of average rank of AUC performance of the top four feature subset
selection methods.

Methods GAFASS FV-en-9 FA2 WMBGA-1

Average rank 1.00 2.50 4.00 2.50
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It is interesting to observe that all these 6 features measure the
change of the company’s profitability. It shows that change of prof-
itability of a company is a very important factor for predicting a
company’s financial distress.

Table 5 gives the description and frequency of the features
selected by WMBGA with m� ¼ 1 (WMBGA-1). All features selected
by WMBGA-1 listed in Table 5 are derived from net income
retrieved from a company’s financial statements, which is the most
important item in measuring a company’s profitability. The fea-
tures found by WMBGA-1 is highly correlated to net income which
is consistent with the recent model brought forward by Altman
et al. [12] who applied and improved their classical model pro-
posed in 1968 [1] by considering the special characteristics of
listed companies in China. The most important variable in the
model of Altman et al. [12] is the rate of return on total assets
(net income/average total assets).

Fig. 8 shows the distribution of the 5 features having the highest
frequency listed in Tables 4 and 5 on all ST and Non-ST sample
(both in training sample and test sample). The distribution of each
feature fits the normal distribution, although the distribution of
some variables does not fit the normal distribution well. From
Fig. 8, it can be observed that ROA and NICA found by WMBGA-1
has better discriminative capability between ST and NonST compa-
nies than the three features found by FV-en-9. It is because that
WMBGA-1 searches the most discriminative feature while
FV-en-9 finds a feature subset containing 9 features that can
achieve the best discriminative capability and one of them may
not have so great discriminative capability as that of features found
by WMBGA-1.

3.3.3. Combination of domain knowledge and data mining for feature
subset selection

Altman et al. [12] uses net income/total assets to measure the
profitability of the company and FV-en and WMBGA-1 also select
other ratios listed in Tables 4 and 5 to measure the profitability
of a company. To see if the new features found by data mining
can help to improve prediction performance for the model from
domain knowledge, the NITA ratio in FA2 is substituted by these
ratios in Tables 4 and 5 respectively and the new feature subsets
are tested in LOG model on 10 different groups of training sample.
The Friedman test on the AUC performance of the above 10 feature
subsets and feature subset of FA2 shows a statistically significant
difference between them; The p-value of the Friedman test is
0.0036. FA2 still has the largest average mean of AUC on 10 itera-
tions of the test.

Both features selected by domain knowledge, such as the fea-
ture subset in FA2, and the features selected by WMBGA can con-
tribute to build corporate financial distress prediction model with
good performance. Can the combination of domain knowledge and
data mining techniques can help to identify the better feature sub-
set for corporate financial distress prediction model? To answer
this question, WMBGA features selection algorithm is applied on
the union of feature subset of FA1, FA2 and Shumway, i.e. FASS.
The WMBGA on FASS obtains a one-variable model which has
the largest mean of AUC performance on 10 tests. This
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one-variable model is denoted by WMBGA-1. The application of GA
on FASS is denoted by GAFASS. The Friedman test shows that AUC
performance of LOG with features subset obtained by GAFASS, FA2,
WMBGA-1 is statistically significantly different. The average rank
of 10 tests among these four methods is shown in Table 6. At
a ¼ 0:05, the Nemenyi test shows that rank of AUC of GAFASS is
significantly better than that of FV-en-9, WMBGA-1 and FA2. In
addition, the computation time of GAFASS is less than that of
WMBGA. On a PC with Intel Core i7-4770R CPU and 8G ram, the
computation time of GAFASS and WMBGA with SVM classifier
and 5 features is 11.827 and 13.992 seconds respectively. The
feature subset selected by GAFASS in each of the 10 iterations of
the test includes NITA which is also in FA2.

4. Conclusion

This paper investigates the selection of the feature subset for
the corporate financial distress prediction models with domain
knowledge and data mining. The empirical results show that the
prediction performance of CFDPM with the feature subset selected
by data mining can be as good as that by domain knowledge. The
features selection guided by both domain knowledge and data
mining identify the most important features found by most models
for predicting a company’s financial distress is the feature ROA
measuring the company’s profitability. The reason why the feature
net ROA dominates other features in the prediction of ST may be
that most criteria giving ST to a company are highly related to
the profitability of the company, and historically, most ST compa-
nies having received ST were due to their poor performance on
profitability.

Although the combination of FA2 feature subset and the new
features which were obtained by FV-en-9 and WMBGA-1 cannot
outperform FA2 significantly, the integration of WMBGA and
FAAS, i.e. GAFASS can achieve the best AUC performance among
all the feature subset obtained by a unique data mining method
or domain knowledge model discussed in this paper, which indi-
cates that the domain knowledge guided data mining can improve
the selection of the feature subset for CFDPM.

All features in this study use yearly observation intervals except
for the features derived from market information. In practice, dif-
ferent new information about a company is always arrived at any
time, such as earning forecast, new product release, and quarterly
financial statements. How to use the up-to-date information to
improve the accuracy of forecast will be our future research.
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